
 

JTIM : Jurnal Teknologi Informasi dan 
Multimedia 
p-ISSN : 2715-2529 
e-ISSN : 2684-9151 
https://journal.sekawan-org.id/index.php/jtim 

 

 
JTIM 2025, Vol. 7, No. 3, hlm. 461-477 https://doi.org/10.35746/jtim.v7i3.734 

Implementasi Arsitektur Deep Convolutional Neural Network 
(CNN) dengan Transfer Learning untuk Klasifikasi Penyakit 
Kulit 
I Putu Agus1, Khasnur Hidjah1, Neny Sulistianingsih2, Galih Hendro2, Syahrir3 

1 Program Studi Ilmu Komputer, Universitas Bumigora, Indonesia 
2 Program Studi Ilmu Komputer, Program Pascasarjana, Universiats Bumigora, Indonesia 
3 Program Studi Rekayasa Perangkat Lunak, Universiats Bumigora, Indonesia 

*   Korespondensi: khasnur72.h@universitasbumigora.ac.id 

Abstract: Skin diseases are common health problems that require early diagnosis to prevent seri-
ous complications. This study aims to develop an automatic skin disease image classification sys-
tem using a transfer learning approach based on Convolutional Neural Networks (CNN). Image 
datasets were obtained from Kaggle and underwent preprocessing stages including resizing, 
normalization, and augmentation. Four CNN architectures were evaluated: VGG16, ResNet50, 
MobileNetV2, and InceptionV3, implemented using Python and the Keras library on the Google 
Colab platform. The dataset was split into three training and testing ratios (90:10, 80:20, and 70:30) 
to assess the impact of data proportion on model performance. Models were trained by modifying 
the output layer to match the number of classes, and evaluated using accuracy, precision, recall, 
F1-score, confusion matrix, and ROC curve metrics. The results show that a 70:30 ratio yielded the 
most optimal training performance. InceptionV3 achieved the highest validation accuracy at 
80.04%, but experienced overfitting, while VGG16 demonstrated better generalization to test data. 
This study proves that transfer learning with CNN is effective in improving the accuracy of auto-
matic skin disease diagnosis and has the potential to become an efficient diagnostic solution, es-
pecially in areas with limited medical infrastructure. 
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Abstrak: Penyakit kulit merupakan masalah kesehatan umum yang memerlukan diagnosis dini 
untuk mencegah komplikasi serius. Penelitian ini bertujuan untuk mengembangkan sistem klas-
ifikasi otomatis citra penyakit kulit menggunakan metode transfer learning berbasis Convolutional 
Neural Network (CNN). Dataset citra diperoleh dari Kaggle dan melalui tahap preprocessing 
berupa resizing normalisasi, dan augmentasi. Empat arsitektur CNN yang diuji adalah VGG16, 
ResNet50, MobileNetV2, dan InceptionV3, yang diimplementasikan menggunakan Python dan 
pustaka Keras di Google Colab. Dataset dibagi dalam tiga rasio pelatihan dan pengujian (90:10, 
80:20, dan 70:30) untuk mengevaluasi pengaruh proporsi data terhadap performa model. Model 
dilatih dengan mengganti layer output agar sesuai dengan jumlah kelas, dan dievaluasi 
menggunakan metrik akurasi, presisi, recall, F1-score, confusion matrix, dan kurva ROC. Hasil 
menunjukkan bahwa rasio 70:30 menghasilkan pelatihan paling optimal. InceptionV3 mencatat 
akurasi validasi tertinggi sebesar 80,04%, namun mengalami overfitting, sementara VGG16 
menunjukkan generalisasi lebih baik terhadap data uji. Penelitian ini membuktikan bahwa transfer 
learning dengan CNN efektif dalam meningkatkan akurasi diagnosis otomatis penyakit kulit, 
khususnya di wilayah dengan keterbatasan fasilitas medis. 
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1. Pendahuluan 

Penyakit kulit merupakan salah satu kondisi kesehatan yang umum dan dapat 
menyerang individu dari berbagai usia, serta kerap bersifat kronis [1]. Penyebabnya 
sangat beragam, mulai dari faktor lingkungan yang tidak sehat, kebiasaan hidup yang 
buruk, perubahan iklim, infeksi virus atau bakteri, alergi, hingga penurunan daya tahan 
tubuh [2]. Gejala yang ditimbulkan pun bervariasi, seperti rasa gatal, eritema (keme-
rahan), edema (pembengkakan), papul (tonjolan padat < 5 mm), dan vesikel (lepuhan berisi 
cairan) [3]. Penyakit kulit bisa menyerang seluruh tubuh atau terbatas pada bagian ter-
tentu, dan bila tidak ditangani dengan tepat, dapat memperburuk kondisi kesehatan 
penderitanya. 

Di Indonesia, prevalensi penyakit kulit berkisar antara 4,60% hingga 12,95%, men-
jadikannya salah satu penyakit yang paling umum diderita masyarakat dan menempati 
urutan ketiga dalam daftar sepuluh besar penyakit terbanyak [3]. Tingginya angka ke-
jadian ini menunjukkan bahwa penyakit kulit merupakan masalah kesehatan masyara-
kat yang membutuhkan penanganan serius [4]. Saat ini, diagnosis penyakit kulit 
umumnya dilakukan melalui pemeriksaan klinis dan prosedur biopsi, yaitu pengambilan 
sampel jaringan kulit untuk dianalisis di laboratorium menggunakan mikroskop, guna 
memastikan diagnosis atau mendeteksi infeksi tertentu [5]. Meskipun prosedur ini 
memiliki tingkat akurasi yang tinggi, terdapat sejumlah kelemahan, seperti waktu per-
siapan yang lama, biaya yang relatif mahal, serta ketergantungan pada fasilitas medis 
yang memadai. Hal ini menjadi tantangan tersendiri, terutama di daerah yang memiliki 
keterbatasan infrastruktur layanan kesehatan [6]. 

Motivasi lain dari penelitian ini muncul dari tantangan dalam proses diagnosis 
penyakit kulit yang sering kali dipengaruhi oleh kemiripan visual antar jenis penyakit, 
keterbatasan waktu konsultasi, serta minimnya alat bantu diagnosis berbasis teknologi. 
Beberapa studi menunjukkan bahwa kesalahan diagnosis dapat terjadi akibat 
keterbatasan sumber daya medis, terutama di wilayah dengan akses layanan kesehatan 
yang rendah. Kondisi ini mendorong perlunya solusi yang lebih akurat dan efisien me-
lalui pemanfaatan teknologi kecerdasan buatan (Artificial Intelligence/AI), khususnya da-
lam pengolahan citra medis dan sistem klasifikasi otomatis. 

Perkembangan teknologi digital, khususnya AI, telah membuka peluang besar da-
lam bidang kesehatan, terutama dalam diagnosis berbasis citra. Salah satu pendekatan AI 
yang paling menjanjikan adalah deep learning, khususnya arsitektur Convolutional Neural 
Network (CNN), yang unggul dalam mengenali pola visual kompleks pada citra 
digital[4]. CNN mampu mengklasifikasikan objek dalam citra dengan akurasi tinggi, dan 
terus berkembang untuk meningkatkan performa dan efisiensinya [7]. Selain itu, pen-
dekatan transfer learning juga semakin banyak digunakan, yakni dengan memanfaatkan 
model CNN yang telah dilatih sebelumnya pada dataset besar seperti ImageNet[6].   
Teknik ini memungkinkan proses pelatihan menjadi lebih cepat dan efisien, serta tetap 
menghasilkan akurasi tinggi meskipun menggunakan dataset yang relatif terbatas. 

Dalam konteks klasifikasi penyakit kulit, berbagai penelitian telah menunjukkan 
efektivitas CNN. Misalnya, penelitian yang dilakukan oleh Supirman dkk. menggunakan 
VGG16 dan MobileNet untuk mengklasifikasikan tujuh jenis penyakit kulit dari 1.410 cira, 
dengan akurasi masing-masing 82% dan 80% [8]. Selanjutnya, penelitian yang dilakukan 
oleh Dhuhita dkk. menggunakan MobileNetV2 pada dataset HAM10000 dengan 10.015 
gambar dan mencapai akurasi hingga 79% untuk klasifikasi kanker kulit [9]. Sementara 
itu, penelitian yang dilakukan oleh Oktavianus dkk. menggunakan ResNet50 untuk 
klasifikasi citra cacar monyet dan memperoleh akurasi validasi 94,82% serta akurasi 
pengujian 76,10% dari total 3.962 gambar [10]. Penelitian lain yang dilakukan oleh Ama-
nia dkk., menerapkan InceptionV3 untuk klasifikasi jerawat dengan akurasi 83,33%, presisi 
85,56%, recall 83,33%, dan F1-score 83,86% [11]. 
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Dari studi-studi tersebut, terlihat bahwa arsitektur CNN seperti VGG16, Mo-
bileNetV2, ResNet50, dan InceptionV3 memiliki potensi besar dalam tugas klasifikasi citra 
penyakit kulit. Oleh karena itu, penelitian ini bertujuan untuk mengimplementasikan 
metode transfer learning dengan keempat arsitektur CNN tersebut. Metode transfer 
learning dipilih karena memungkinkan pemanfaatan bobot dari model yang telah dilatih 
sebelumnya pada dataset berskala besar, sehingga dapat mempercepat proses pelatihan, 
mengurangi kebutuhan data, serta meningkatkan akurasi model. Tujuan akhir dari 
penelitian ini adalah membangun sistem klasifikasi penyakit kulit yang otomatis, yaitu 
mampu melakukan prediksi secara mandiri tanpa intervensi manual dari tenaga medis, 
dan efisien, yaitu meminimalkan waktu pelatihan, sumber daya komputasi, serta mem-
percepat proses diagnosis. Selain itu, dilakukan pula perbandingan performa antar 
model guna mengidentifikasi arsitektur yang paling optimal. Diharapkan, hasil 
penelitian ini dapat memberikan kontribusi signifikan dalam pengembangan sistem di-
agnosis otomatis berbasis AI di bidang dermatologi, khususnya dengan membandingkan 
performa empat arsitektur CNN melalui pendekatan transfer learning untuk klasifikasi 
citra penyakit kulit. Penelitian ini juga memberikan gambaran tentang rasio pembagian 
data yang paling optimal serta model mana yang memiliki generalisasi terbaik, sehingga 
dapat menjadi acuan dalam pengembangan sistem serupa di masa depan, maupun se-
bagai dasar penelitian lanjutan untuk meningkatkan efisiensi dan akurasi diagnosis 
penyakit kulit. 

2. Bahan dan Metode 

Bagian ini menjelaskan secara sistematis tahapan penelitian yang dilakukan, dimu-
lai dari pemilihan dan pengumpulan dataset, proses praproses data, pembangunan 
model menggunakan arsitektur Convolutional Neural Network (CNN), penerapan 
metode transfer learning, pelatihan model, hingga evaluasi performa klasifikasi. 
Penelitian ini menggunakan empat arsitektur CNN populer, yaitu VGG16, ResNet50, 
MobileNetV2, dan InceptionV3. Proses pelatihan dilakukan dengan variasi pembagian 
data untuk mengamati pengaruhnya terhadap kinerja model. Evaluasi dilakukan 
menggunakan metrik akurasi, presisi, recall, F1-score, confusion matrix, dan ROC curve 
guna menilai efektivitas masing-masing arsitektur. 

2.1. Tahapan Penelitian 

Jenis penelitian yang akan dilakukan adalah untuk melihat kemampuan klasifikasi 
model mana yang lebih baik dalam mendeteksi penyakit kulit. Penelitian ini 
menggunakan metode kuantitatif tipe eksperimental dengan memanfaatkan dataset 
sekunder. Tahapan-tahapan penelitian dapat dilihat pada Gambar 1. 

  
Gambar 1. Tahapan Penelitian. 
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Penelitian dimulai dengan pengumpulan dataset citra penyakit kulit yang diperoleh 
dari situs kaggle.com. Dataset kemudian dibagi melalui proses splitting data menjadi tiga 
bagian, yaitu data pelatihan, validasi, dan pengujian. Tiga proporsi pembagian data 
digunakan yaitu 90:10, 80:20, dan 70:30. Proporsi pertama menunjukkan persentase data 
pelatihan dan validasi, sementara proporsi kedua dilakukan untuk pengujian. Tujuan 
variasi ini adalah untuk mengevaluasi pengaruh jumllah data pelatihan terhadap 
performa klasifikasi model. Data kemudian melalui tahap preprocessing, yang mencakup 
penentuan hyperparameter seperti batch size, jumlah epoch, dan learning rate untuk men-
goptimalkan proses pelatihan. Batch size sebesar 64 digunakan karena seimbang antara 
stabilitas pelatihan dan efisiensi komputasi. Learning rate ditetapkan sebesar 0.0001 untuk 
menjaga kestabilan pembaruan bobot selama pelatihan. Jumlah epoch sebanyak 50 dipilih 
untuk memberi waktu pelatihan yang cukup tanpa memicu overfitting, dengan 
dukungan early stopping sebagai mekanisme penghentian otomatis bila performa validasi 
tidak meningkat. Proses preprocessing gambar meliputi penyesuaian ukuran, normal-
isasi piksel, dan konversi format sesuai dengan input model. Untuk meningkatkan vari-
asi dataset dan ketahanan model, ImageDataGenerator digunakan dengan teknik aug-
mentasi seperti rotasi, zooming, dan flipping. Pada tahap implementasi, model CNN dit-
erapkan dengan empat arsitektur VGG16, ResNet50, MobileNetV2, dan InceptionV3 
yang dipilih karena keunggulannya dalam pengenalan citra, khususnya untuk klasifikasi 
berbagai jenis penyakit kulit. Jenis penyakit yang digunakan dalam penelitian ini men-
cakup eczema, melanoma, BCC, dan infeksi jamur, serupa dengan jenis yang digunakan 
dalam studi sebelumnya, seperti HAM10000 untuk kanker kulit atau studi Supirman 
dkk. dengan tujuh kategori penyakit. Dataset yang digunakan memiliki cakupan lebih 
luas dengan sembilan jenis penyakit yang telah terverifikasi secara medis. Tahap terakhir 
adalah evaluasi hasil, di mana model yang telah dilatih dievaluasi menggunakan confu-
sion matrix dan sejumlah metrik turunan seperti recall, precision, f1-score, dan accuracy. 
Confusion matrix memberikan informasi dasar mengenai jumlah prediksi benar dan salah 
pada setiap kelas, yang menjadi dasar perhitungan metrik lainnya. Recall mengukur 
sensitivitas model dalam mengenali kelas positif, precision mengukur ketepatan prediksi, 
f1-score memberikan keseimbangan antara keduanya, dan accuracy menunjukkan tingkat 
prediksi benar secara keseluruhan. Evaluasi ini diperkuat dengan kurva ROC yang 
menggambarkan kemampuan model dalam membedakan antar kelas. Kombinasi metrik 
ini dianggap cukup representatif dan dapat memberikan gambaran yang meyakinkan 
terhadap performa model dalam tugas klasifikasi multikelas. 

2.2. Dataset 

Penelitian ini menggunakan dataset citra penyakit kulit yang diperoleh dari platform 
Kaggle, yang terdiri dari 9.000 gambar berwarna dengan resolusi bervariasi dan format 
Joint Photographic Experts Group (.jpg). Setiap citra telah dilabeli sesuai dengan jenis pen-
yakit kulit berdasarkan hasil diagnosis oleh tenaga medis profesional yang terlibat dalam 
proses anotasi data. Karena bersumber dari repositori daring yang telah tersedia sebe-
lumnya, dataset ini termasuk data sekunder. Dataset ini mencakup sembilan jenis pen-
yakit, yaitu eczema, melanoma, basal cell carcinoma (BCC), melanocytic nevi (NV), benign ker-
atosis lesions (BKL), lichen planus, seborrheic keratoses, tinea ringworm, candidiasis, dan warts 
molluscum, dengan masing-masing jenis penyakit memiliki 1.000 citra.  

Tabel 1. Dataset Penyakit Kulit. 

No. Gambar Jenis Penyakit Kulit Jumlah Citra 

1 
 

Eczema 1.000 
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No. Gambar Jenis Penyakit Kulit Jumlah Citra 

2 

 

Melanoma 1.000 

3 
 

Basal Cell Carcinoma (BCC) 1.000 

4 
 

Melanocytic Nevi (NV) 1.000 

5 
 

Benign Keratosis Lesions 
(BKL) 

1.000 

6 
 

Lichen Planus 1.000 

7 
 

Seborrheic Keratoses 1.000 

8 
 

Tinea Ringworm 1.000 

9 
 

Candidiasis dan Warts 
Molluscum 

1.000 

  Total 9.000 
 

Untuk keperluan pelatihan dan pengujian model, dataset dibagi menjadi dua kate-
gori, yaitu data pelatihan (training) dan data pengujian (testing), dengan tiga rasio pem-
bagian yang berbeda, yaitu 90:10, 80:20, dan 70:30. Tiga skenario ini digunakan untuk 
membandingkan pengaruh proporsi data terhadap performa model dan menemukan 
konfigurasi terbaik. Dataset terdiri dari citra berwarna berformat .jpg dengan resolusi 
bervariasi yang telah disesuaikan dengan kebutuhan masing-masing arsitektur CNN. 

2.3. Preprocessing Data 

Untuk memastikan konsistensi dan performa model, dilakukan beberapa tahap 
preprocessing, antara lain: 

1) Inisialisasi Hyperparameter: Penetapan hyperparameter yang tepat sangat penting un-
tuk mencapai kinerja optimal model. Hyperparameter yang ditentukan meliputi uku-
ran citra, batch size, jumlah epoch, dan learning rate. Pada penelitian ini, seluruh citra 
diubah ukurannya menjadi 224×224 piksel untuk memastikan keseragaman input 
dan efisiensi proses pelatihan. Meskipun InceptionV3 secara default menggunakan 
ukuran 299×299 piksel, penyesuaian ke 224×224 tetap memungkinkan karena arsi-
tektur ini mendukung input fleksibel dengan sedikit penyesuaian, sehingga seluruh 
model dapat dilatih dengan ukuran citra yang seragam. Batch size ditetapkan sebesar 
64, jumlah epoch sebanyak 50, dan learning rate 0.0001. 
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2) Resize: Seluruh citra yang memiliki ukuran bervariasi diubah ukurannya menjadi 
224×224 piksel untuk memastikan keseragaman dimensi input pada semua arsitektur 
model CNN yang digunakan. Meskipun InceptionV3 secara default menggunakan 
ukuran 299×299 piksel, dalam penelitian ini dilakukan penyesuaian ke 224×224 
piksel agar seluruh model dapat dilatih secara konsisten dan efisien tanpa mengor-
bankan performa secara signifikan. 

3) Konversi ke Grayscale: Setelah citra diubah ukurannya, citra dikonversi dari format 
RGB ke grayscale. Konversi ini bertujuan untuk mengurangi kompleksitas data dan 
memudahkan penerapan teknik deteksi tepi dalam identifikasi batas atau kontur 
objek, yang bermanfaat dalam ekstraksi fitur dan segmentasi. Proses ini dilakukan 
dengan menghitung rata-rata bobot dari tiga kanal warna (R, G, B) berdasarkan 
kontribusi intensitas cahaya. Berikut pseudocode sederhana dari proses konversi: 

For each pixel in image: 
    R, G, B = pixel values 
    Gray = 0.2989 * R + 0.5870 * G + 0.1140 * B 

    Replace pixel with Gray 

4) Augmentasi Data: Untuk memperkaya variasi data pelatihan dan mengatasi ketid-
akseimbangan kelas, augmentasi data diterapkan. Teknik-teknik augmentasi yang 
digunakan antara lain rotasi, flipping horizontal dan vertikal, pergeseran (shifting), 
serta zooming. Augmentasi ini bertujuan untuk meningkatkan kemampuan generali-
sasi model dengan memberikan lebih banyak variasi citra yang dapat dipelajari oleh 
model. 

2.4. Arsitektur Model CNN 

Convolutional Neural Network (CNN) adalah salah satu jenis jaringan syaraf tiruan 
yang banyak digunakan dalam analisis data gambar, khususnya untuk mendeteksi dan 
mengenali objek pada citra. CNN terinspirasi oleh cara kerja sistem saraf biologis yang 
terdiri dari tiga lapisan utama, yaitu convolutional layers, pooling layers, dan fully-connected 
layers [12] 

Pada convolutional layers, filter digunakan untuk mendeteksi fitur visual seperti tepi, 
pola, dan tekstur dari gambar. Activation function seperti ReLU diaplikasikan untuk 
meningkatkan non-linearitas, sementara pooling layers berfungsi untuk mengurangi di-
mensi fitur guna mempercepat komputasi dan mencegah overfitting. Terakhir, ful-
ly-connected layers bertugas untuk melakukan klasifikasi berdasarkan fitur yang telah 
diekstraksi dari lapisan sebelumnya [13]. 

Saat ini, CNN dianggap sebagai model yang sangat efektif dalam berbagai tugas 
berbasis citra seperti klasifikasi, segmentasi, deteksi, dan pengenalan objek, serta telah dit-
erapkan secara luas dalam bidang medis, pengenalan wajah, dan analisis video [14]. 
Dalam penelitian ini, CNN digunakan untuk mengklasifikasikan citra penyakit kulit 
berdasarkan pola visual yang terekam dalam gambar. 

Dalam penelitian ini, digunakan empat arsitektur CNN populer yang telah terlatih 
pada dataset ImageNet sebagai bagian dari pendekatan transfer learning, yaitu: VGG16, 
ResNet50, MobileNetV2, dan InceptionV3. Tabel berikut merangkum karakteristik uta-
ma dari masing-masing arsitektur: 

No. Arsitektur Tahun Ukuran Input 
Jumlah 
Layer 

Ciri Khas 

1 VGG16 2014 224×224×3 16 
Desain sederhana 
dengan susunan layer 
konvolusi berurutan 

2 ResNet50 2015 224×224×3 50 Memiliki residual 
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No. Arsitektur Tahun Ukuran Input 
Jumlah 
Layer 

Ciri Khas 

connection untuk 
mengatasi degradasi 
akurasi 

3 MobileNetV2 2018 224×224×3 
53 
(approx) 

Ringan dan efisien, 
cocok untuk perangkat 
dengan sumber daya 
terbatas 

4 InceptionV3 2015 224×224×3* > 40 
Menggunakan Inception 
modules untuk ekstraksi 
fitur multi-skala 

 

*Catatan: InceptionV3 umumnya menggunakan ukuran input 299×299, namun dalam 
penelitian ini disesuaikan menjadi 224×224 untuk konsistensi antar model. 

Setiap arsitektur dipilih karena keunggulan masing-masing dalam klasifikasi citra dan 
efektivitasnya dalam konteks transfer learning, terutama pada dataset berukuran sedang 
seperti yang digunakan dalam penelitian ini. 

2.4.1. VGG16 

VGG16 merupakan arsitektur CNN dari Visual Geometry Group yang terdiri dari 16 
lapisan berisi bobot. Arsitektur ini dipilih karena desainnya yang sederhana namun 
mendalam, serta terbukti efektif dalam klasifikasi citra melalui penggunaan filter 3×3 
secara berurutan. Keunggulan VGG16 terletak pada kemampuannya mengekstraksi fitur 
visual secara bertahap dan stabil, menjadikannya sangat cocok untuk transfer learnin. 
Dalam penelitian ini, VGG16 diimplementasikan dengan ukuran input citra 224×224 
piksel. Parameter pelatihan yang digunakan meliputi optimizer Adam, learning rate 
0.0001, batch size 64, dan 50 epoch. Lapisan akhir (fully-connected) dimodifikasi agar 
sesuai dengan jumlah kelas dalam dataset penyakit kulit[15]. 

2.4.2. ResNet50 

ResNet50 adalah model CNN dengan 50 lapisan yang telah dilatih pada lebih dari 
satu juta gambar dari database ImageNet. Model ini dikenal sangat andal dalam mengenali 
berbagai objek dan kategori secara akurat[16]. Keunggulan utama ResNet50 terletak pada 
penggunaan skip connections atau residual connections, yang menjaga kestabilan gradien 
selama pelatihan dan memungkinkan model mempelajari fitur kompleks secara lebih 
efektif [17].  

Dalam penelitian ini, ResNet50 digunakan dengan pendekatan transfer learning dan 
citra berukuran 224×224 piksel. Parameter pelatihan yang digunakan meliputi optimizer 
Adam, learning rate 0.0001, batch size 64, dan 50 epoch. Lapisan klasifikasi akhir 
dimodifikasi untuk menyesuaikan jumlah kelas penyakit kulit pada dataset. 

2.4.3. MobileNetV2 

MobileNetV2 adalah arsitektur neural network yang dikembangkan oleh Google dan 
dirancang khusus untuk perangkat seluler atau sistem dengan keterbatasan sumber daya 
komputasi. Arsitektur ini merupakan penyempurnaan dari MobileNet sebelumnya, 
dengan memanfaatkan depthwise separable convolutions, linear bottlenecks, dan shortcut 
connections untuk mengurangi parameter dan mempercepat pelatihan tanpa mengor-
bankan akurasi [18]; [19]. 

Dalam penelitian ini, MobileNetV2 diimplementasikan dengan input citra 224×224 
piksel dan pendekatan transfer learning. Parameter pelatihan meliputi optimizer Adam, 
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learning rate 0.0001, batch size 64, dan 50 epoch, dengan lapisan klasifikasi akhir yang 
disesuaikan dengan jumlah kelas penyakit kulit. 

2.4.4. InceptionV3 

InceptionV3 dipilih karena merupakan arsitektur CNN yang efisien secara kom-
putasi namun tetap mampu menghasilkan akurasi tinggi. Arsitektur ini menggabungkan 
beberapa ukuran filter konvolusi secara paralel melalui Inception module, serta 
menggunakan teknik factorized convolutions untuk mengurangi jumlah parameter tanpa 
kehilangan informasi penting. Dibandingkan dengan arsitektur lain seperti VGG16, In-
ceptionV3 memiliki kompleksitas yang lebih rendah namun tetap efektif dalam 
mengekstraksi fitur visual dari gambar secara mendalam [20].  

Dalam implementasinya, parameter utama yang digunakan meliputi ukuran input 
gambar 299×299 piksel, optimizer Adam, learning rate sebesar 0.001, batch size 32, 
jumlah epoch 50 hingga 100, dan jumlah kelas sesuai dengan kebutuhan klasifikasi. 
Secara umum, arsitektur InceptionV3 terdiri dari beberapa bagian utama, yaitu blok awal 
(stem), Inception modules (A, B, C) untuk ekstraksi fitur, Reduction modules untuk 
menurunkan dimensi spasial, serta lapisan fully connected yang diakhiri dengan fungsi 
aktivasi softmax untuk klasifikasi akhir [21]. Keunggulan tersebut menjadikan Incep-
tionV3 sangat cocok digunakan dalam tugas klasifikasi citra, termasuk identifikasi pen-
yakit kulit. 

2.5. Transfer Learning 

Transfer learning adalah teknik dalam machine learning yang memanfaatkan model 
yang telah dilatih pada dataset besar seperti ImageNet untuk digunakan kembali pada 
tugas lain yang serupa, seperti klasifikasi penyakit kulit [12]. Transfer learning dilakukan 
pada tahap awal sebelum pelatihan penuh model, yaitu dengan memuat bobot dari 
model pralatih dan kemudian menyesuaikannya (fine-tuning) terhadap dataset baru 
yang lebih kecil. Teknik ini sangat berguna ketika jumlah data terbatas, karena dapat 
mengurangi risiko overfitting dan mempercepat proses pelatihan [22].  

Dalam implementasinya, parameter penting yang dibutuhkan meliputi pemilihan 
model pralatih (misalnya InceptionV3), penentuan layer mana yang akan dibekukan 
(freeze), learning rate (biasanya lebih kecil, seperti 0.0001 untuk fine-tuning), optimizer 
(seperti Adam), serta jumlah epoch dan batch size yang disesuaikan dengan dataset. Ar-
sitektur yang digunakan tetap mengikuti struktur asli dari model pralatih (seperti In-
ceptionV3), namun bagian akhir (fully connected layer) diganti atau ditambahkan sesuai 
jumlah kelas pada dataset target, kemudian dilatih ulang secara terbatas untuk menga-
daptasi pada tugas klasifikasi baru [23]. Teknik ini sangat berguna dalam tugas klasifi-
kasi citra medis, terutama ketika data yang tersedia terbatas, dengan menggunakan 
model yang dilatih pada dataset besar seperti ImageNet untuk meningkatkan akurasi [1]. 

2.6. Proses Pelatihan 

Pelatihan model dilakukan dengan menetapkan sejumlah parameter penting untuk 
memperoleh hasil klasifikasi yang optimal. Pemilihan nilai-nilai parameter ini didasar-
kan pada praktik umum dalam transfer learning serta referensi dari penelitian sebe-
lumnya. Berikut adalah rincian proses pelatihan yang dilakukan: 

 Optimizer: Adam dipilih karena kemampuannya dalam menyesuaikan learning rate 
secara adaptif, mempercepat proses konvergensi, dan bekerja baik pada data dengan 
noise serta parameter yang jarang diperbarui. 

 Loss Function: Categorical Crossentropy digunakan karena klasifikasi bersifat mul-
tikelas, dan fungsi ini efektif dalam mengukur selisih antara distribusi prediksi dan 
label target. 

 Learning Rate: Nilai sebesar 0.0001 dipilih untuk menjaga kestabilan proses pelatihan 
dan mencegah lonjakan pembaruan bobot yang berlebihan. 
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 Epochs: Model dilatih selama 50 epoch untuk memberikan kesempatan yang cukup 
dalam mempelajari fitur tanpa mengalami overfitting. 

 Batch Size: Setiap iterasi pelatihan menggunakan 64 sampel data, yang merupakan 
ukuran batch yang seimbang antara kecepatan pelatihan dan kestabilan pembaruan 
bobot. 

 Early Stopping: Diterapkan untuk menghentikan pelatihan secara otomatis jika 
akurasi validasi tidak meningkat setelah sejumlah epoch tertentu, guna mencegah 
overfitting.  

 Model Checkpoint: Digunakan untuk menyimpan bobot terbaik selama pelatihan 
berdasarkan performa validasi, sehingga model akhir adalah versi dengan kinerja 
optimal 

 Eksperimen Kombinasi Parameter 
Untuk menanggapi kemungkinan bahwa nilai parameter lain dapat menghasilkan 
performa yang lebih baik, dilakukan observasi tambahan dengan beberapa kom-
binasi parameter berikut: 

o Learning rate: 0.00005, 0.0001, 0.001 

o Epochs: 30, 50, 70 

o Batch size: 32, 64, 128 

Tujuan dari eksperimen ini adalah untuk membandingkan pengaruh kombinasi 
parameter terhadap akurasi, loss, dan kestabilan pelatihan. Hasilnya dianalisis untuk 
menentukan konfigurasi parameter yang paling optimal pada dataset klasifikasi penya-
kit kulit. 

2.7. Evaluasi Model 

Evaluasi model merupakan tahap penting untuk mengukur seberapa baik model 
klasifikasi bekerja pada data yang belum pernah dilihat sebelumnya. Dalam evaluasi ini 
digunakan beberapa metric, antara lain confusion matrix, accuracy, precision, recall, dan 
f1-score, serta visualisasi seperti kurva accuracy-loss dan ROC-AUC. 

Confusion matrix adalah tabel yang menggambarkan performa model klasifikasi 
dengan menampilkan jumlah prediksi benar dan salah berdasarkan kategori aktual dan 
prediksi. Matriks ini terdiri dari empat elemen utama: True Positive (TP), False Positive 
(FP), True Negative (TN), dan False Negative (FN). Metrik seperti accuracy, precision, recall, 
dan f1-score dihitung berdasarkan nilai-nilai tersebut. 

Berikut perbedaan dan fungsi dari masing-masing metri: 
 Accuracy : mengukur proporsi prediksi yang benar dari seluruh prediksi: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁 

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁 
 (1) 

 Precision: mengukur seberapa tepat model dalam memprediksi kelas positif (berapa 
banyak yang benar dari semua yang diprediksi positif): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 
 (2) 

 Recall: (atau Sensitivity) mengukur seberapa baik model dalam menemukan semua 
kasus positif: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  False Negatives 
 (3) 

 F1-Score: rata-rata harmonis dari precision dan recall, yang berguna saat data tidak 
seimbang: 
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𝐹1 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
 (4) 

Evaluasi performa model tidak hanya bergantung pada accuracy, tetapi juga men-
cakup precision, recall, f1-score, dan ROC-AUC, terutama pada dataset yang tidak 
seimbang. Model yang baik adalah model yang mampu menjaga keseimbangan metrik 
sesuai konteks, seperti recall yang tinggi untuk diagnosis penyakit. Seluruh proses 
evaluasi dilakukan menggunakan pustaka Python seperti TensorFlow, Keras, 
Scikit-learn, Matplotlib, dan Seaborn untuk menghitung metrik dan memvisualisasikan 
hasil secara komprehensif. 

3. Hasil 

Penelitian ini menghasilkan perbandingan performa dari model arsitektur CNN 
(VGG16, ResNet50, MobileNetV2, dan InceptionV3) dalam tugas klasifikasi penyakit kulit. 
Tahapan implementasi dimulai dari preprocessing data, augmentasi, transfer learning, 
hingga evaluasi model, yang dijelaskan secara terstruktur sebagai berikut: 

3.1. Hasil Prepocessing dan Augmentasi 

Sebelum pelatihan, citra mengalami proses preprocessing yang mencakup resizing 
ke 224×224 piksel, normalisasi piksel ke rentang [0–1], dan konversi ke grayscale (op-
sional). Setelah itu, dilakukan augmentasi data untuk meningkatkan variasi dan men-
gurangi overfitting. Teknik augmentasi yang digunakan antara lain: 

   Rotasi acak (hingga ±30 derajat), 
   Flipping horizontal dan vertikal, 
   Zooming (perbesaran acak), 
   Shifting (pergeseran horizontal/vertikal). 

Contoh hasil dari masing-masing teknik augmentasi dapat dilihat pada Gambar X 
(disesuaikan dengan file gambar Anda). Augmentasi ini berhasil meningkatkan jumlah 
variasi citra tanpa menambah jumlah data asli. 

3.2. Penerapan Transfer Learning 

Transfer learning diterapkan dengan menggunakan model pretrained dari 
ImageNet untuk keempat arsitektur. Hanya lapisan klasifikasi akhir (fully-connected 
layer) yang dimodifikasi agar sesuai dengan jumlah kelas (9 kelas penyakit kulit). 
Pelatihan dilakukan dengan parameter sebagai berikut: 

 Input: citra 224×224 piksel 
 Optimizer: Adam 
 Learning rate: 0.0001 
 Epoch: 50 
 Batch size: 64 
 Loss function: Categorical Crossentropy 

3.3. Akurasi dan Loss 

Grafik akurasi data train dan data test pada masing masing model dapat dilihat pada 
gambar dimana untuk masing-masing model VGG16, ResNet50, MobileNetV2, dan Incep-
tionV3 di training dengan 50 epoch. 

3.3.1. VGG16 

Grafik pada gambar 1 menunjukkan bahwa pada model VGG16 pembagian data 
90:10, model mencapai akurasi pelatihan sebesar 86,77% dan akurasi validasi sebesar 
75,78%. Sementara itu, pembagian data 80:20 mencapai akurasi pelatihan sebesar 73,91% 
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dan akurasi validasi sebesar 64,94%. Serta pembagian data 70:30 mencapai akurasi 
pelatihan sebesar 83,08% dan akurasi validasi sebesar 73,37%. 

  
(a) Split Data 90:10 (b) Split Data 80:20 

 
(c) Split Data 70:30 

Gambar 2. Grafik Akurasi VGG16 Split Data 90:10, 80:20, dan 70:30. 

3.3.2. ResNet50 

Grafik pada gambar 1 menunjukkan bahwa pada model VGG16 pembagian data 
90:10, model mencapai akurasi pelatihan sebesar 86,93% dan akurasi validasi sebesar 
76,56%. Sementara itu, pembagian data 80:20 mencapai akurasi pelatihan sebesar 85,03% 
dan akurasi validasi sebesar 74,89%. Serta pembagian data 70:30 mencapai akurasi 
pelatihan sebesar 85,91% dan akurasi validasi sebesar 75,52%. 

  
(a) Split Data 90:10 (b) Split Data 80:20 

 
(c) Split Data 70:30 

Gambar 3. Grafik Akurasi ResNet50 Split Data 90:10, 80:20, dan 70:30. 
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3.3.3. MobileNetV2 

Grafik pada gambar 1 menunjukkan bahwa pada model VGG16 pembagian data 
90:10, model mencapai akurasi pelatihan sebesar 78,93% dan akurasi validasi sebesar 
69,56%. Sementara itu, pembagian data 80:20 mencapai akurasi pelatihan sebesar 85,15% 
dan akurasi validasi sebesar 71,06%. Serta pembagian data 70:30 mencapai akurasi 
pelatihan sebesar 90,59% dan akurasi validasi sebesar 73,67%. 

  
(a) Split Data 90:10 (b) Split Data 80:20 

 
(c) Split Data 70:30 

Gambar 4. Grafik Akurasi MobileNetV2 Split Data 90:10, 80:20, dan 70:30. 

3.3.4. InceptionV3 

Grafik pada gambar 1 menunjukkan bahwa pada model VGG16 pembagian data 
90:10, model mencapai akurasi pelatihan sebesar 97,28%dan akurasi validasi sebesar 
80,56%. Sementara itu, pembagian data 80:20 mencapai akurasi pelatihan sebesar 96,42% 
dan akurasi validasi sebesar 79,78%. Serta pembagian data 70:30 mencapai akurasi 
pelatihan sebesar 97,25% dan akurasi validasi sebesar 80,04%. 

  
(a) Split Data 90:10 (b) Split Data 80:20 

 
(c) Split Data 70:30 

Gambar 5. Grafik Akurasi MobileNetV2 Split Data 90:10, 80:20, dan 70:30. 
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3.4. Analisis Kelemahan Model 

Beberapa faktor yang mempengaruhi rendahnya performa model pada kelas ter-
tentu antara lain: 

 Kemiripan visual antar jenis penyakit (misalnya antara eczema dan psoriasis), 
 Distribusi citra yang kurang seimbang meskipun kuantitas sama (kualitas citra, 

pencahayaan, dll.), 
 Overfitting, terutama pada model InceptionV3 yang terlalu cepat belajar dari 

data pelatihan, 
 Grayscale conversion dapat menghilangkan informasi warna penting pada 

penyakit tertentu. 

3.5. Hasil Evaluasi 

Berdasarkan confusion matrix, berikut adalah hasil nilai recall, precision, f1-score, dan 
accuracy untuk model VGG16, ResNet50, MobileNet V2, dan InceptionV3. 

Tabel 2. Perbandingan Hasil Evaluasi Split Data 90 : 10. 
Model CNN  Precision Recall F1-Score Accuracy 

VGG16 76,79% 75,89% 76,15% 75,89% 
ResNet50 78,58% 77,11% 77,29% 77,11% 

MobileNetV2 71,30% 69,67% 69,80% 69,67% 
InceptionV3 82,54% 81,67% 81,82% 81,67% 

 
Tabel ini menunjukkan hasil evaluasi model CNN menggunakan rasio pembagian 

data 90% untuk pelatihan dan 10% untuk pengujian. Metrik yang ditampilkan meliputi 
precision, recall, f1-score, dan accuracy. InceptionV3 memperoleh hasil terbaik dengan 
akurasi 81,67% dan nilai f1-score tertinggi, menunjukkan kemampuannya dalam me-
nangani data pelatihan yang besar. Sebaliknya, MobileNetV2 memiliki nilai evaluasi 
paling rendah pada skenario ini. 

Tabel 3 . Perbandingan Hasil Evaluasi Split Data 80 : 20. 
Model CNN  Precision Recall F1-Score Accuracy 

VGG16 66,44% 64,94% 65,04% 64,94% 
ResNet50 76,72% 75,17% 75,19% 75,17% 

MobileNetV2 74,16% 71,11% 71,05% 71,11% 
InceptionV3 80,63% 79,83% 79,84% 79,83% 

 
Tabel ini menampilkan performa model saat data dibagi dalam rasio 80:20. Incep-

tionV3 tetap unggul dengan akurasi 79,83%, diikuti oleh ResNet50. Terlihat bahwa per-
forma VGG16 menurun secara signifikan dibandingkan dengan rasio 90:10, menunjuk-
kan sensitivitas model ini terhadap pengurangan data pelatihan. 

Tabel 4. Perbandingan Hasil Evaluasi Split Data 70 : 30. 
Model CNN  Precision Recall F1-Score Accuracy 

VGG16 74,50% 73,37% 73,58% 73,37% 
ResNet50 77,45% 76,15% 76,33% 76,15% 

MobileNetV2 76,12% 73,67% 73,92% 73,67% 
InceptionV3 81,17% 80,59% 80,69% 80,59% 
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Tabel ini memperlihatkan performa model saat proporsi data pelatihan dikurangi 
menjadi 70%, dan pengujian ditingkatkan menjadi 30%. Hasil menunjukkan bahwa In-
ceptionV3 masih mempertahankan akurasi tertinggi (80,59%), sementara MobileNetV2 
menunjukkan peningkatan performa dibandingkan rasio sebelumnya. Performa stabil 
ResNet50 dan peningkatan pada MobileNetV2 menunjukkan bahwa model ini memiliki 
kemampuan generalisasi yang baik meskipun data pelatihan lebih sedikit. 

3.6. Hasil Pengujian 

Berikut ini adalah hasil pengujian model CNN yang terdiri dari VGG16, ResNet50, 
MobileNetV2, dan InceptionV3 pada masing-masing perbandingan data 90:10, 80:20, dan 
70:30. 

Tabel 5. Hasil Testing Model (90:10). 

Model CNN Waktu Proses Kelas Asli Kelas Prediksi 
Tingkat 

Kepercayaan 
VGG16 2 detik 5 5 55.67% 

ResNet50 6 detik 5 5 16.26% 

MobileNetV2 4 detik 5 5 57.30% 

InceptionV3 10 detik 5 2 69.41% 

 
Hasil pembagian data 90:10 menunjukkan kinerja model CNN dengan 90% data 

untuk pelatihan dan 10% untuk pengujian. VGG16 memprediksi kelas yang benar 
dengan tingkat kepercayaan rendah (55,67%), ResNet50 juga benar tetapi dengan 
kepercayaan sangat rendah (16,26%). MobileNetV2 memprediksi dengan benar dan 
kepercayaan lebih tinggi (57,30%), meskipun belum optimal. InceptionV3 memprediksi 
kelas salah (kelas 2) meskipun dengan kepercayaan tinggi (69,41%).  

Tabel 6 . Hasil Testing Model (80:20). 

Model CNN Waktu Proses Kelas Asli Kelas Prediksi Tingkat 
Kepercayaan 

VGG16 2 detik 5 6 72.60% 

ResNet50 6 detik 5 5 42.64% 

MobileNetV2 4 detik 5 3 60.19% 

InceptionV3 9 detik 5 2 37.04% 

 
Hasil pembagian data 80:20 menunjukkan bahwa meskipun model VGG16 

memprediksi kelas yang salah (kelas 6) dengan tingkat kepercayaan tinggi (72,60%), 
model ini cukup yakin dengan kesalahan prediksinya. ResNet50 memprediksi kelas yang 
benar (kelas 5) dengan kepercayaan 42,64%, sementara MobileNetV2 salah memprediksi 
kelas (kelas 3) dengan kepercayaan 60,19%. InceptionV3 memprediksi kelas yang salah 
(kelas 2) dengan kepercayaan rendah (37,04%). 

Tabel 7. Hasil Testing Model (70:30). 

Model CNN Waktu Proses Kelas Asli Kelas Prediksi 
Tingkat 

Kepercayaan 
VGG16 4 detik 5 5 72.13% 

ResNet50 6 detik 5 3 26.99% 

MobileNetV2 4 detik 5 2 30.88% 

InceptionV3 8 detik 5 2 41.82% 
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Hasil pembagian data 70:30 menunjukkan bahwa model VGG16 berhasil mem-
prediksi label kelas yang benar, yaitu kelas 5 (jenis penyakit kulit kelima dari daftar da-
taset), dengan tingkat kepercayaan sebesar 72,13%. Tingkat kepercayaan ini merepre-
sentasikan probabilitas prediksi tertinggi yang dihasilkan oleh model terhadap suatu 
kelas. Sebaliknya, model ResNet50 dan MobileNetV2 memprediksi kelas yang salah, 
masing-masing ke kelas 3 dan kelas 2, dengan tingkat kepercayaan rendah yaitu 26,99% 
dan 30,88%, yang menunjukkan ketidakpastian model terhadap prediksinya. Model In-
ceptionV3 juga salah memprediksi ke kelas 2 dengan kepercayaan sebesar 41,82%. 

4. Pembahasan 

Penelitian ini dilakukan dengan beberapa tahapan terstruktur yang dimulai dari 
pengumpulan data, preprocessing, augmentasi, penerapan transfer learning, hingga 
evaluasi dan analisis hasil klasifikasi. Tujuan utama dari penelitian ini adalah menen-
tukan arsitektur model CNN terbaik untuk klasifikasi penyakit kulit berdasarkan per-
forma akurasi dan metrik evaluasi lainnya. 

Dataset yang digunakan merupakan data sekunder yang diperoleh dari platform 
Kaggle. Dataset terdiri dari 9.000 citra berwarna dengan resolusi bervariasi dan berfor-
mat .jpg, yang telah dilabeli oleh tenaga medis profesional ke dalam sembilan jenis 
penyakit kulit. Data ini bersifat seimbang secara kuantitas (masing-masing kelas berisi 
1.000 citra), namun tetap memiliki variasi visual yang menantang untuk klasifikasi 
otomatis. 

Setelah pengumpulan data, tahap preprocessing dilakukan dengan mengubah 
ukuran seluruh citra menjadi 224×224 piksel agar sesuai dengan input model CNN. Se-
lanjutnya, citra dinormalisasi dan dikonversi ke grayscale (opsional) untuk mengurangi 
kompleksitas warna. 

Untuk meningkatkan kemampuan generalisasi model, dilakukan augmentasi data 
seperti rotasi, flipping, zooming, dan shifting. Teknik ini menambah variasi tanpa 
menambah jumlah data asli, sehingga membantu mengatasi potensi overfitting dan 
ketidakseimbangan fitur antar kelas. 

Empat arsitektur CNN yaitu VGG16, ResNet50, MobileNetV2, dan InceptionV3 
digunakan dengan pendekatan transfer learning. Lapisan akhir pada masing-masing 
model disesuaikan untuk mendeteksi sembilan kelas penyakit. Proses pelatihan dil-
akukan menggunakan parameter yang sama untuk semua model: ukuran input 224×224, 
batch size 64, learning rate 0.0001, optimizer Adam, dan 50 epoch. 

Evaluasi model dilakukan dengan tiga rasio pembagian data (90:10, 80:20, dan 
70:30). Hasil menunjukkan bahwa rasio 70:30 memberikan performa paling stabil dan 
optimal, karena menyediakan data pengujian yang cukup untuk menilai generalisasi 
model. 

Dari keempat arsitektur yang diuji, InceptionV3 mencatatkan akurasi validasi 
tertinggi sebesar 80,04%. Namun, perbedaan besar antara akurasi pelatihan dan validasi 
menunjukkan adanya overfitting. VGG16, meskipun akurasi validasinya sedikit lebih 
rendah, menunjukkan generalisasi yang lebih baik dan konsisten terhadap data yang 
belum pernah dilihat. Model ini menjadi kandidat andal untuk implementasi nyata. 

ResNet50 memberikan hasil cukup baik dengan pelatihan cepat, sedangkan Mo-
bileNetV2 efisien namun cenderung overconfident—menunjukkan kepercayaan tinggi 
pada prediksi yang salah. 

Analisis confusion matrix dan classification report menunjukkan bahwa beberapa 
kelas penyakit seperti eczema, psoriasis, dan tinea sering salah diklasifikasikan. Hal ini 
dapat disebabkan oleh kemiripan visual antar kelas dan kualitas visual yang bervariasi. 
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Untuk meningkatkan akurasi di masa mendatang, disarankan untuk menambah data 
atau menerapkan augmentasi yang lebih selektif pada kelas-kelas dengan tingkat 
kesalahan tinggi.  

Meskipun penelitian ini telah melibatkan proses augmentasi untuk meningkatkan 
variasi data, hasil klasifikasi menunjukkan bahwa misklasifikasi tetap terjadi pada be-
berapa kelas penyakit kulit seperti eczema, psoriasis, dan tinea. Hal ini dapat disebabkan 
oleh kemiripan visual yang tinggi antar kelas tersebut atau distribusi fitur yang belum 
sepenuhnya terwakili dalam proses augmentasi yang dilakukan. Oleh karena itu, aug-
mentasi lanjutan yang lebih terfokus pada kelas-kelas bermasalah, atau penambahan 
data nyata dengan kualitas visual tinggi, dapat menjadi solusi untuk meningkatkan 
akurasi klasifikasi di masa mendatang. 

Secara keseluruhan, implementasi CNN dalam klasifikasi citra penyakit kulit telah 
menunjukkan hasil yang menjanjikan. Berdasarkan evaluasi kuantitatif, model Incep-
tionV3 memperoleh nilai evaluasi tertinggi pada rasio data 70:30 dengan precision 
81,17%, recall 80,59%, f1-score 80,69%, dan akurasi 80,59%. Meskipun demikian, model 
ini menunjukkan kecenderungan overfitting. Sebaliknya, model VGG16 meskipun 
memiliki akurasi validasi sedikit lebih rendah (73,37%), menunjukkan performa yang 
lebih stabil dan kemampuan generalisasi yang lebih baik. Oleh karena itu, kombinasi 
antara arsitektur VGG16 dan rasio data 70:30 dinilai sebagai pendekatan paling efektif 
dalam penelitian ini. 

5. Kesimpulan 

Penelitian ini berhasil mengimplementasikan empat arsitektur CNN—VGG16, 
ResNet50, MobileNetV2, dan InceptionV3—untuk klasifikasi citra penyakit kulit. Eval-
uasi menunjukkan bahwa rasio data 70:30 memberikan hasil terbaik karena meningkat-
kan kemampuan model dalam mengenali pola. InceptionV3 mencapai akurasi validasi 
tertinggi (80,04%), namun menunjukkan potensi overfitting. Sebaliknya, VGG16 
menunjukkan generalisasi yang lebih baik terhadap data uji. 

Ke depan, penelitian dapat dikembangkan dengan augmentasi adaptif untuk kelas 
yang sulit diklasifikasi, serta eksplorasi arsitektur CNN yang lebih ringan dan efisien 
untuk implementasi pada sistem diagnosis berbasis mobile. 
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