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Abstract: The dynamic and unpredictable nature of stock prices makes accurate forecasting an 
important challenge in financial analysis. This study aims to compare the performance of three deep 
learning models, namely, Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU), and 
Long Short-Term Memory (LSTM) in predicting stock prices on historical daily banking data from 
Yahoo Finance. The main objective is to determine the model that is best able to capture sequential 
patterns and temporal dependencies in stock price movements. Each model was trained and 
optimized through data scaling, namely MinMax Scaler and Standard Scaler, with performance 
evaluated using Root Mean Square Error (RMSE) as the primary metric. Results show that while 
the RNN provides a basic approach, the GRU and LSTM models produce higher prediction 
accuracy, with GRU achieving the lowest RMSE thanks to its better ability to maintain long-term 
dependencies. The RMSE achieved by RNN, GRU, and LSTM were 211.47, 158.89, and 197.45, 
respectively. The lowest error results were achieved when using MinMax Scaler. The use of MinMax 
Scaler here shows a better performance improvement with an average improvement of 22.57% 
compared to using Standard Scaler. This comparative analysis contributes to providing empirical 
insight into the relative effectiveness of the tested architectures. The findings suggest that the 
combination of GRU and MinMax Scaler can be a more reliable tool for financial forecasting, with 
the potential to develop more robust stock prediction applications under fluctuating market 
conditions. 
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1. Introduction 

Stock price prediction is an important focus in financial technology research due to 
the volatility of the stock market, which affects investment decisions and economic 
stability [1][2]. Recent advances in deep learning have enabled new approaches to time 
series forecasting, especially for non-linear and dynamic stock price data, which is 
difficult to predict with traditional statistical methods[3]. Recurrent Neural Networks 
(RNN), Gated Recurrent Units (GRU), and Long Short-Term Memory (LSTM) models 
have been widely applied to capture temporal dependencies and patterns in financial time 
series, showing promising accuracy in stock price prediction despite requiring greater 
time and memory[4]. Challenges to stock price prediction models remain as their 
predictive performance is affected by market fluctuations and data quality. [5][6]. To 
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overcome these challenges, the study of deep learning LSTM models and preprocessing 
methods to improve prediction accuracy is highly recommended [7]. Research [8] 
provides information related to the use of the RNN-LSTM hybrid model does not always 
produce the best performance where LSTM as a hidden layer, RNN works well only at 
the single step stage and not in the multi-step prediction model. The LSTM model in [9] 
provides the best prediction results compared to Artificial Neural Network (ANN) and 
Autoregressive Integrated Moving Average (ARIMA) models, but is highly dependent on 
data preprocessing. 

Previous research shows that the LSTM model works well with large amounts of data 
[10]. The use of bi-LSTM by [11] showed a very reliable model performance, where the 
Mean Square Error (MSE) reached 0.00020 on the testing data. The research conducted 
data preprocessing before being included in bi-LSTM using MinMax Scaler. Comparison 
of bi-LSTM and LSTM models was also tested by [12] showing the bi-LSTM model has 
better performance. The use of the GRU model is also often superior to the combined 
LSTM-GRU model or LSTM alone [13]. Although LSTM models generally achieve high 
prediction accuracy, they tend to be computationally intensive. Alternatively, GRU 
models were explored as a more computationally efficient option while maintaining 
similar predictive rates. The proposed RNN-LSTM model [14] has significant potential in 
prediction with optimization using Adaptive Moment Estimation (Adam).  

In a comparative analysis conducted by [15], GRU and LSTM showed better 
performance than vanilla RNN. However, recent studies have shown research gaps in a 
comprehensive comparison between these models, especially regarding the impact of 
data scale on prediction accuracy. Some of the above studies contributed to the 
exploration of deep learning methods for financial forecasting, emphasizing the need for 
model optimization through data preprocessing. Data scaling techniques, including 
MinMax and Standard Scaler, are essential in financial forecasting due to their ability to 
stabilize data variability and improve model convergence. Data preprocessing is 
especially important in stock forecasting due to the inherent noise and high frequency of 
stock data. By applying scaling techniques, the range of data can be adjusted to reduce 
volatility, thus allowing the model to identify underlying trends more effectively. 

This study aims to fill the research gap by conducting a comparative analysis on 
RNN, GRU, and LSTM models in predicting stock prices. The main contribution of this 
research is the integration of data scaling techniques into the preprocessing pipeline for 
each model, to systematically assess their impact on prediction accuracy. Using Root 
Mean Square Error (RMSE) as an evaluation metric, this research evaluates the 
performance of each model with each data scaling to understand its effect on different 
architectures. This research provides new insights into how scaling affects model 
performance in volatile financial markets, an area that has rarely been explored before. 
The novelty of this research lies in the comparative analysis of three recurrent neural 
architectures combined with scaling techniques, an approach that has not been 
comprehensively addressed in previous stock price prediction studies. Furthermore, this 
study uses the same hyperparameters for all architectures, ensuring a fair and accurate 
comparison between the RNN, GRU, and LSTM models. By analyzing these models under 
consistent conditions with identical datasets and scaling techniques, this research 
provides valuable insights in selecting suitable models for financial forecasting. 
Moreover, the insights gained from this research can assist financial analysts in 
developing more accurate prediction models, which can ultimately support better 
investment decision-making in volatile markets. 

2. Materials and Methods 

This research uses the Cross-Industry Standard Process for Data Mining (CRISP-DM) 
approach which consists of six stages: Business Understanding, Data Understanding, Data 
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Preparation, Modeling, Evaluation, and Deployment [16]. In this research, only up to the 
evaluation stage. Figure 1 shows the flow of the CRIPS-DM methodology. This 
methodology was chosen because of its sequential analysis structure, making it easier to 
explore and develop appropriate predictive models for time-series data. 

 
Figure 1. CRISP-DM Methodology [17] 

2.1. Business Understanding 

This stage begins with understanding the problem and research objectives, namely 
the prediction of banking stock prices taken from Yahoo Finance. The stock data used is 
the daily stock price of Mandiri Bank. With the ability to accurately predict stock prices, 
this research aims to help financial actors make better decisions. In addition, this research 
focuses on comparing the performance of three deep learning models: Recurrent Neural 
Network (RNN), Gated Recurrent Unit (GRU), and Long Short-Term Memory (LSTM). 
These methods were chosen due to their proven ability to model sequential data, which 
is a key characteristic of stock price time series. While there are numerous deep learning 
approaches available, these three represent state-of-the-art methods for sequence 
modeling, each with unique mechanisms for handling temporal dependencies. The study 
also emphasizes the role of data scaling in reducing prediction errors, a critical yet 
underexplored aspect of improving model accuracy. However, it is acknowledged that 
these models do not fully represent all deep learning methods, highlighting the need for 
ongoing exploration of other architectures and techniques. 

2.2. Data Understanding 

This stage involves an initial exploration of the stock price data, which includes the 
Open, High, Low, Close, Adj Close, and Volume. This process aims to understand trend 
patterns, volatility and data structure. The data will be analyzed to detect missing values 
that may affect the model results. The results of this exploration will determine the need 
for further preprocessing techniques to ensure that the data meets the requirements of the 
time-series model. 

2.3. Data Preparation 

At this stage, data preparation is carried out by preprocessing before the data is 
included in the model. Preprocessing is one of the important stages to be carried out in 
order to prepare good data that is ready to be used in the modeling stage. At this stage, 
the data will be prepared through several preprocessing steps. First, Handling Missing 
Values, where Missing values will be removed from the dataset. Second, Data Sharing 
where the dataset is divided into training data and test data with a certain proportion, 
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ensuring that the model can generalize well on new data and avoid overfitting. Third, the 
data is processed with various scaling techniques, including MinMax Scaler and Standard 
Scaler. Scaling, also known as data normalization, helps the model to adapt more quickly 
in the training process and also reduces the possibility of overfitting. Based on several 
studies, normalization has been shown to improve accuracy/minimize error in deep learn-
ing-based prediction models. Data normalization is applied to reduce variability and ac-
celerate model convergence during training, which has been shown to improve prediction 
performance in previous studies. In this study, each scaling method will be compared to 
the model performance results to assess the impact of normalization on model perfor-
mance. To calculate MinMax Scaler, we can use formula (1) and Standard Scaler using 
formula (2). 

𝑋௦௖௔௟௘ௗ =  
𝑋 − 𝑋௠௜௡

𝑋௠௔௫ −  𝑋௠௜௡

 (1) 

𝑋௦௖௔௟௘ௗ =  
𝑋 −  𝜇

𝜎
 (2) 

 
𝑋௠௜௡ : The minimum value in the original data.. 
𝑋௠௔௫ : The maximum value in the original data. 
𝑋  : The original data value to be scaled. 
𝜇  : The mean value of the data. 
𝜎   : The standard deviation of the data. 
𝑋௦௖௔௟௘ௗ : The value of the data after scaling. 

 

2.4. Modeling 

This stage involves developing prediction models using three types of deep learning 
architectures: Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU), and Long 
Short-Term Memory (LSTM). Each model has its own advantages in processing time-se-
ries data, and the three models are applied to understand their performance in predicting 
stock prices. The modeling process includes several sub-stages, namely architecture selec-
tion, hyperparameter adjustment, training, and model evaluation. The following is a de-
tailed explanation for each model. 

2.4.1. Recurrent Neural Network (RNN) 

RNN is a type of neural network specifically designed for sequential or time-series 
data. The RNN architecture is illustrated in figure 2. The RNN architecture has a feedback 
loop connection, which allows information from previous steps to be passed on to the next 
step. Although RNNs are effective for sequential data, they have a weakness in handling 
long-term dependencies due to the vanishing gradient problem, which makes the gradi-
ent decrease drastically as layers and time steps are added in training. In this case, t rep-
resents time, x is the input layer, S is the hidden layer, and O is the output layer. W, U, V 
are used as weights on each corresponding layer [18]. 

 
Figure 2. RNN Architecture [3] 
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2.4.2. Gated Recurrent Unit (GRU) 

GRU is an extension of RNN that aims to overcome the vanishing gradient problem 
by introducing a “gates” mechanism that allows for longer information retention. GRU 
has two types of gates, namely reset gate and update gate, which regulate which infor-
mation needs to be passed on to the next time. This model is proven to be more memory 
and computationally efficient than LSTM. Figure 3 shows the architecture of GRU. Equa-
tion (3-6) used in GRU in processing information refers to [18].  

𝑧௧ =  𝜎 (𝑤௭𝑥௧ + 𝑢௭ℎ௧ିଵ + 𝑏௭) (3) 

𝑟௧ =  𝜎 (𝑤௥𝑥௧ + 𝑢௥ℎ௧ିଵ + 𝑏௥) (4) 

ℎ෨ =  𝑡𝑎𝑛ℎ (𝑤௛𝑥௧ + 𝑟௛ ∗ 𝑢௛ℎ௧ିଵ + 𝑏௛) (5) 

ℎ௧ =  𝑧௧ ∗  ℎ௧ିଵ + (1 −  𝑧௧) ∗  ℎ෨  (6) 

 
𝑧௧ : Update gate. 
𝑟௧ : Reset gate. 
ℎ෨  : Where the previous information is stored by the reset gate. 
ℎ௧ : The final storage used by the update gate. 
𝑥௧ : Input data. 
𝑏 : Bias. 

𝑤 and 𝑢 : The weight. 

 
Figure 3. RNN Architecture [18] 

2.4.3. Long Short-Term Memory (LSTM) 

LSTM is designed to overcome the vanishing gradient problem in RNN to process 
sequential data. LSTM uses three types of gates: input, forget, and output gates, which 
serve to regulate the flow of information and retain important information in the long run 
[6] [7]. LSTM is widely used for stock price prediction and is proven to be effective in 
predicting data with high volatility [8] [10] [19] [20]. In LSTM, the neurons in the hidden 
layer in RNN are replaced by LSTM cells that function to maintain previous information. 
The LSTM architecture is shown in Figure 4. Equations (7-12) are the equations used in 
the LSTM model at each gate in Figure 4 according to the explanation [21]. 

𝑓௧ =  𝜎 (𝑊௙௛[ℎ௧ିଵ], 𝑊௙௫[𝑥௧], 𝑏௙) (7) 

𝑖௧ =  𝜎 (𝑊௜௛[ℎ௧ିଵ], 𝑊௜௫[𝑥௧], 𝑏௜) (8) 

𝐶௧̅ =  𝑡𝑎𝑛ℎ (𝑊௖௛[ℎ௧ିଵ], 𝑊௖௫[𝑥௧], 𝑏௖) (9) 

𝐶௧ =  𝑓௧ ∗  𝐶௧ିଵ + 𝑖௧ ∗  𝐶௧̅   (10) 
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𝑂௧ =  𝜎 (𝑊௢௛[ℎ௧ିଵ], 𝑊௢௫[𝑥௧], 𝑏௢) (11) 

ℎ௧ =  𝑂௧ ∗ tanh (𝐶௧) (12) 

 
𝑓௧ : Forget gate. 
𝑖௧ : Input gate. 
𝑂௧ : Output gate. 
𝑥௧   : Input value nilai input. 
W : Weight. 
b : Bias. 

ℎ௧ିଵ : Output from time t-1. 
𝐶௧ିଵ : The memory cell state of the previous cell. 

ℎ௧ : The final output. 
 

 
Figure 4. LSTM Architecture [12] 

2.5. Evaluation 

The evaluation was conducted using Root Mean Square Error (RMSE), an evaluation 
metric that measures the mean square difference between predicted and actual values. 
RMSE is a commonly used way to measure model error from predicted data that is quan-
titative in nature. RMSE is used to determine the size of the distribution of the deviation 
of data points from the linear regression line or to determine the concentration of data 
around the linear regression line [13]. RMSE was chosen because it is relevant in measur-
ing numerical prediction error on time-series data. The model will be evaluated on each 
data normalization method and the results will provide information on the impact of dif-
ferent data scaling on the accuracy of the model in the stock price prediction scenario. 
RMSE provides information on how accurate the model is in predicting the target value. 
The lower the RMSE value, the better the model. RMSE is calculated by formulas (13) and 
(14). Mean Square Error (MSE) is the sum of the squares of the errors between the actual 
value and the forecasting value and divided by the number of forecasting times [4] [14] 
[22]. Where is y the actual data/value, y ෝ is the predicted value, and 𝑛 is the amount of 
data. Then to calculate RMSE just find the root of MSE. 

 𝑀𝑆𝐸 =  
1

𝑛
෍ (𝑦ଵ − 𝑦ොଵ )

ଶ
௡

௜ୀଵ
 

(13) 

𝑅𝑀𝑆𝐸 =  ඨ 
1

𝑛
෍ (𝑦ଵ −  𝑦ොଵ )

ଶ
௡

௜ୀଵ
 

(14) 
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3. Results and Discussion 

3.1. Business Understanding 

At the Business Understanding stage, this research predicts the share price of Bank 
Mandiri using deep learning to provide reliable predictive tools for investors in the face 
of market volatility. The stock market is dynamic and affected by various external factors, 
so accurate predictions can help in making better investment decisions. This research uses 
historical stock price data from Yahoo Finance to train three deep learning models, namely 
RNN, GRU, and LSTM, to compare their effectiveness. By applying MinMax Scaler and 
Standard Scaler as scaling techniques, the research examines how data preprocessing can 
improve prediction accuracy. The prediction results are expected to provide empirical in-
sight into the best model that captures stock price patterns, as well as provide guidance 
for further research. The success of the model in predicting stock prices will be very useful 
for investment strategies and business decisions in the financial sector. 

3.2. Data Understanding 

The data used is Mandiri Bank stock data sourced from https://finance.yahoo.com. 
This dataset is bank Mandiri's stock price data for the period September 2020-2024. The 
data is downloaded in the form of Comma Separated Values (CSV) format which is then 
transformed into a dataframe using the Pandas module to be used in the next process. 
Table 1 shows a sample of bank stock data that has been downloaded. 

Table 1. Bank share price data 

Date Open High Low Close Adj Close Volume 
2023-10-02 6025 6100 6025 6050 5755,643555 33296500 
2023-10-03 6000 6075 6000 6075 5779,427246 37093100 
2023-10-04 6075 6125 5975 6125 5826,994629 69154000 

… … … … … … … 
2024-09-25 7350 7350 7050 7200 7200 192197100 
2024-09-26 7175 7200 7100 7175 7175 173044000 
2024-09-27 7025 7125 7000 7050 7050 161405200 

 
The dataset consists of several important attributes that support comprehensive stock 

price analysis. The explanation of each attribute/feature in the dataset is as stated by [23]. 
Where, Date records the date of each trade data, providing a time context for monitoring 
trends and patterns in stock price movements. Open is the initial trading price of the stock 
on the day, providing an early snapshot of market sentiment. High and Low show the 
highest and lowest prices reached during the day, reflecting the range of volatility of the 
stock throughout the day. Close, or closing price, reflects the last price at the end of trad-
ing, often used as a benchmark for daily performance analysis. The Adj Close (Adjusted 
Close) is the closing price adjusted for factors such as dividends and stock splits, which is 
particularly useful for long-term analysis as it takes into account relevant value changes. 
Finally, Volume describes the number of shares traded on the day, which indicates the 
level of market activity and interest in the stock. There were no missing values in the data. 
The data is then divided into training and test data, where training data is taken 80% of 
the total data and test data the remaining 20%. 

3.3. Data Preparation 

The results of the bank stock closing price scale transformation applied with two 
commonly used scaling techniques in modeling: MinMax Scaler and Standard Scaler are 
shown in Table 2. Both methods are used to scale the data to make it more uniform, so 
that the deep learning model can process the data more efficiently and reduce potential 
bias caused by differences in value ranges between features. 
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 Table 2. Comparison of MinMax Scaler results with Standard Scaler 

Date Close MinMax_Scaler Standard_Scaler 
2023-10-02 6050 0,222222222 -0,815946233 
2023-10-03 6075 0,236111111 -0,768397854 
2023-10-04 6125 0,263888889 -0,673301096 

… … … … 
2024-09-25 7200 0,861111111 1,371279199 
2024-09-26 7175 0,847222222 1,32373082 
2024-09-27 7050 0,777777778 1,085988925 

 
Table 2 illustrates the closing prices of bank stocks that have been processed using 

two scaling methods: MinMax Scaler and Standard Scaler. In the first column, the closing 
price of the stock on a particular date is recorded, which shows the fluctuation of the mar-
ket price. The use of MinMax Scaler transforms the stock price, which was originally in a 
larger range of values, into a more controlled range between 0 and 1. As a result, the stock 
price values that were previously in the range of 5650 to 7450 are now reduced to smaller, 
standardized numbers. For example, on 2023-10-02, the closing price of 6050 was trans-
formed to 0.22 after MinMax Scaler was applied. Meanwhile, the Standard Scaler trans-
forms the data so that it has a distribution with a mean of 0 and a standard deviation of 1, 
although the resulting range of data values can vary greatly. For example, on the same 
date (2023-10-02), the closing price of stock 6050 was transformed to -0.81, reflecting that 
it was below the average stock price in the dataset. This difference shows that Standard 
Scaler measures how far a stock price value is from its average value in terms of standard 
deviation, while MinMax Scaler focuses more on normalizing values within a fixed range 
between 0 and 1. 

3.4. Modelling 

The scaled data will be used as input in each stock price prediction model, namely 
RNN, GRU, and LSTM. Each model is designed with an architectural structure consisting 
of two layers blocks, where each block has 50 neuron units. These neuron units use a 'tanh' 
activation function that is often used in recurrent networks to model sequential relation-
ships and capture temporal patterns in time series data such as stock prices. In the first 
block, the neuron layer is equipped with a dropout layer of 0.2 to help reduce the possi-
bility of overfitting that may occur during the training process. This dropout technique 
will randomly turn off some neurons in the training process, which encourages the net-
work to learn more general features and reduce overreliance on specific features [24]. The 
model architecture is shown in figure 5. 
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Figure 5. Prediction model architecture using RNN, GRU, and LSTM 

The last layer in each model is the dense layer or fully connected layer which consists 
of 1 neuron to produce a single output, which is the predicted closing price of the stock. 
This layer is responsible for integrating all the information from the previous layers and 
generating the optimal price forecast. To optimize the model, the Adam optimizer algo-
rithm is used, as it is able to adapt the learning rate during training, thus accelerating 
convergence to the optimal solution. As a loss function, Mean Square Error (MSE) was 
applied to measure how far the model's predictions are from the true values, where a 
lower MSE value indicates a more accurate prediction. Each model was trained using 
batch sizes of 64 and 100 epochs, which means the model will process the entire dataset 
100 times to strengthen the understanding of patterns in the data. The use of 100 epochs 
was deemed sufficient to train the model as done in [19]. 

3.5. Evaluation 

In the evaluation stage, the performance of the three deep learning models used in 
this study is evaluated based on the prediction error value calculated using RMSE. In this 
experiment, two different scaling techniques, MinMax Scaler and Standard Scaler, were 
applied to prepare the data before the model training process. Scaling the data aims to 
improve the convergence of the model as well as optimize the performance in overcoming 
scale differences between features in the dataset. Table 3 presents the prediction error val-
ues measured using RMSE for three models, namely RNN, GRU, and LSTM, with the 
application of two different scaling methods: MinMax Scaler and Standard Scaler 

Table 3. Comparison of MinMax Scaler results with Standard Scaler 

Model 
RMSE 

MinMax Scaler Standard Scaler 
RNN 211,47 348,62 
GRU  158,89 171,04 
LSTM  197,45 250,76 

Average 189,27 256,81 
 

Based on Table 3, of the three models tested, GRU provides the best prediction results 
with the lowest RMSE of 158.89 using MinMax Scaler, followed by LSTM with an RMSE 
of 197.45, and RNN with the highest RMSE of 211.47. These results demonstrate the supe-
riority of GRU in capturing temporal patterns in stock price time-series data, despite its 
simpler architecture compared to LSTM. LSTM, with a unique architecture capable of 
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maintaining long-term dependencies through a cell memory mechanism, performed quite 
well but slightly higher than GRU. Meanwhile, RNN showed the lowest performance 
among the three models, indicating its limitation in maintaining complex long-term pat-
terns. In addition, the use of Standard Scaler tends to increase the RMSE values for all 
three models, where the average RMSE for Standard Scaler is higher than MinMax Scaler, 
indicating that the scale of the data has a significant impact on the prediction accuracy. 
Figure 6 presents a performance comparison graph of the three deep learning models, 
using two different scaling methods: MinMax Scaler and Standard Scaler. This graph il-
lustrates the RMSE values produced by each model after scaling the data. This comparison 
aims to show the effect of scaling techniques on the performance of stock price prediction 
performed by these models. 

 
Figure 6. Model performance comparison graph using MinMax Scaler and Standard Scaler 

From Figure 6, it can be observed that the MinMax Scaler provides consistently lower 
RMSE values across the three models, indicating a better performance improvement com-
pared to the Standard Scaler. This figure provides a clear visual representation of the ad-
vantage of using MinMax Scaler in improving prediction accuracy. Based on the results 
obtained in Table 3, the difference in RMSE values between using MinMax Scaler and 
Standard Scaler for the RNN model is 137.15, which indicates that using MinMax Scaler 
provides better results in improving prediction accuracy. The RMSE difference in the GRU 
model is 12.15, indicating a still significant performance improvement, although not as 
large as in the RNN model RMSE improvement. The LSTM model has an RMSE difference 
of 53.31, indicating that LSTM also benefits from the use of MinMax Scaler to capture 
temporal patterns more accurately. The average RMSE of the model using MinMax Scaler 
is 189.27, while the average RMSE on Standard Scaler is 256.81. This difference shows that 
MinMax Scaler provides an average performance improvement of about 22.57% over 
Standard Scaler. This indicates that MinMax Scaler is more effective in retaining the orig-
inal distribution information of the data, which is important for deep learning models to 
accurately identify time-series patterns. With the range of values standardized into a fixed 
scale of 0-1, MinMax Scaler helps the model capture small variations in stock prices, which 
is crucial in financial applications. Figure 7, Figure 8, and Figure 9 show the prediction 
trendlines of the RNN, GRU, and LSTM models on bank stock data, with Standard Scaler 
and MinMax Scaler, respectively. In each figure, the testing data and prediction data are 
shown to give an idea of how well the models follow the actual price movement patterns. 
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RNN+Standard Scaler 

 

RNN+MinMax Scaler 

Figure 7. Trendline prediction using RNN model on Standard Scaler and MinMax Scaler 

 

GRU+Standard Scaler 

 

GRU+MinMax Scaler 

Figure 8. Trendline prediction using GRU model on Standard Scaler and MinMax Scaler 

 

LSTM+Standard Scaler 

 

LSTM+MinMax Scaler 

Figure 9. Trendline prediction using LSTM model on Standard Scaler and MinMax Scaler 

Each model, including RNN, LSTM, and GRU, was implemented using the Tensor-
Flow framework with the same architectural structure and configuration as explained in 
modeling stage. Figure 7 shows the trendline of the RNN model predictions with a poor 
fit to the test data (20% of the total dataset), especially when using the Standard Scaler. 
While the MinMax Scaler shows improvement, the difference in predictions remains vis-
ible at some points, indicating the limitations of the RNN in capturing complex stock price 
patterns. Figure 8 shows the prediction results of the GRU model, which appears to more 
accurately follow the trendline of the test data. This visualization confirms the superiority 
of GRU, especially on the MinMax Scaler, where the prediction pattern fits the testing data 
better than the Standard Scaler. This shows that GRU is able to capture temporal 
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dependencies better, thus providing more accurate prediction results in accordance with 
the findings of [15]. Figure 9 displays the trendline of the LSTM model prediction, which 
also shows an improvement in accuracy when using MinMax Scaler over Standard Scaler. 
Despite the fit, the LSTM predictions still show a slight mismatch at some points com-
pared to GRU, which in this case produces the most consistent and accurate prediction 
performance. This may be due to the LSTM model showing strong performance in short-
term stock price prediction, but it struggles to model long-term dependencies effectively, 
requiring modifications such as Extended Long Short-Term Memory (xLSTM) [22]. Vari-
ous optimizations on LSTM also need to be done in order to produce a more reliable model 
as done by [25]. In contrast to GRU, in this study, just the basic model is able to provide 
better performance than the models that have been tested. 

4. Conclusions 

The conclusion of this research shows that the Gated Recurrent Unit (GRU) model 
with MinMax Scaler provides the most accurate stock price prediction results compared 
to the Long Short-Term Memory (LSTM) and Recurrent Neural Network (RNN) models 
in the analysis of daily stock data. The GRU model achieved the lowest RMSE of 158.89, 
demonstrating its superiority in capturing the temporal patterns and dependencies of dy-
namic time-series data. Each model, including RNN, LSTM, and GRU, was implemented 
with the same architectural structure and configuration, consisting of two layers of 50 
neuron units with 'tanh' activation functions, a dropout rate of 0.2, adam optimizer, and 
a dense layer with a single output neuron. The application of MinMax Scaler consistently 
improves the prediction performance compared to Standard Scaler, with an average ac-
curacy improvement of about 22.57%. This indicates that MinMax Scaler is more effective 
in retaining the original distribution information of the data, which is important for deep 
learning models to accurately identify time-series patterns. With the range of values 
standardized into a fixed scale of 0–1, MinMax Scaler helps the model capture small vari-
ations in stock price. These findings enrich the stock prediction literature by showing that 
the combination of GRU and MinMax Scaler is highly reliable in stock price forecasting. 
In addition, these results open up opportunities for further research, such as the explora-
tion of hybrid or multimodal model architectures, to improve the robustness and accuracy 
of predictions under various volatile market conditions. 

. 
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