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Abstract: Lombok has become a favorited tourist destination in the world. Therefore, tourism is a 

mainstay sector in regional development in West Nusa Tenggara. The contribution of the tourism 

sector shows an increasing trend. Tourist expenditures are distributed to various sectors. The tour-

ism sector has a positive impact on the regional economy. The local government has prepared to 

improve the quality and quantity of tourism in Lombok. The results of local government efforts 

need to be analyzed so that future policies are on target. Analysis can be done on the satisfaction of 

tourists who travel to Lombok. It would be very difficult to get satisfaction data from all tourists 

through questionnaires. But on the other hand, tourist satisfaction is usually posted on their social 

networks. One of the social media that is widely used by tourists is Twitter. Their tweets contain 

not only expressions of natural beauty but also criticism, suggestions, and complaints during their 

visit. In addition, the tweet data on twitter is open access. This study tries to analyze the sentiment 

on Twitter which contains tweets of tourists who have visited Lombok. Sentiment analysis is per-

formed using the Polynomial Naive Bayes Classifier. Sentiment results are classified into positive 

and negative sentiments. The results of this sentiment are expected to help related agencies or other 

tourism actors to improve the quality and quantity of regional tourism. The results showed that the 

positive sentiment on the security factor were 50.65%, the cost 75.32%, accommodation 62.33% and 

the cleanness factor 77.92%. 
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1. Introduction 

Lombok is known as one of the best tourism destinations in Indonesia. In 2015, Lom-

bok was awarded as World Best Halal Tourism Destination and World Best Halal Hon-

eymoon Destination in World Halal Travel Summit 2015 which was held in Abu Dhabi, 

UEA. These categories have been voted by people through online voting. Nowadays, the 

number of tourists visiting Lombok increase. They are really interested to visit many gil-

lies, beach, and natural waterfalls. Besides, there is a Rinjani mount which was interested 

to visit by some tourists. It is hard to make Lombok as a famous destination of tourism. 

But there is an internet technology which can help a lot of tourists to find the information 

of Lombok. By using internet technology, tourists can share about many places that have 

been visited by them in their social media. These give positive and negative perception in 

their feeds [1]. Based on other results of the research about system prediction tourist arri-

vals using Recurrent Neural Network with Extended Kalman Filter with the best MSE 

value when training process is 0.000949259 at the system with η=0.2. Prediction time series 

data of tourist arrival using the RNN-EKF has the best accuracy rate of 86.059%. The best 
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accuracy is obtained from RNN system with η=0.3 [2], [3]. The other research tried to track 

trending topics in social media Instagram since COVID-19 hit. The results of trending top-

ics will be classified by sentiment analysis using a Lexicon-based and Naive Bayes Classi-

fier. Based on Instagram data taken since January 2020, it shows the five highest topics in 

the tourism sector, namely health protocols, hotels, homes, streets, and beaches. Of the 

five topics, sentiment analysis was carried out with the Lexicon-based and Naive Bayes 

classifier, showing that beaches get an incredibly positive sentiment, namely 80.87%, and 

hotels provide the highest negative sentiment 57.89%. The accuracy of the Confusion ma-

trix's sentiment results shows that the accuracy, precision, and recall are 82.53%, 86.99%, 

and 83.43%, respectively [4]. 

Twitter is a social media platform using text to express the user feelings such as an-

gry, sad, and happy. Text mining clarify the sentiment which was had by common docu-

ment called sentiment analysis. Sentiment analysis is a scientific discipline that concern 

with how to analyze opinions, sentiment, estimation, attitude, and emotion of an entity 

such as products, service, organization, individual, issues, and topics. The sentiment can 

be classified by some methods or classified. This study aims to find trending topics and 

conduct sentiment analysis on trending topics related to the province of West Nusa 

Tenggara. This analysis uses tweet data from January 1, 2019, to December 31, 2020. The 

method used is Lexicon Based with the python programming language. The research 

stages consist of crawling the dataset, preprocessing, finding trending topics, lexicon-

based sentiment analysis, confusion matrix test and visualization. The conclusion from 

the analysis related to trending topics is that the top ten trending. The test accuracy value 

is above 80% and the average score for all topics is 100% on accuracy, 100% on precision 

and 100% on recall [5]. Next research by [6] on banking technology, a bank must collect 

the information about service perceptions if the service is suitable or not for customers. 

The easiest way to detect it is by asking the customers both to fill a form and to give some 

suggestions about the bank’s services. These suggestions can be analyzed by sentiment 

analysis. The method used to classify is k-NN method. However, k-NN method is depend 

on the closest k value so other data is neglected. That is why, k-NN fuzzy is used to solve 

this problem. Based on the review of m-Banking application, the accuracy was 94% with 

F-Measure value was 0.9273. [7] have compared  Naive Bayes method and k-Nearest 

Neighbor method to analyze work status in Demak regency in 2012. The result of this 

study showed that the calculation using APER, both of Naive Bayes method and k-NN 

method had small opportunity to find mistakes in classifying. But based on APER calcu-

lation, it was found that k-NN method is better than Naive Bayes method to classify work 

status in Demak regency in 2012. [8] also had classified the candidates of governor in West 

Java in 2018 using Naive Bayes method. The result of this research showed that the calcu-

lation using Naive Bayes method had good enough accuracy (76,65%). When the Naive 

Bayes algorithm was applied to test eligibility for aid recipients, the overall accuracy was 

62.86%, recall 78.57% and precision 52.38% [9] 

Sentiment mining is one of an aspect in data mining where the data can be classified 

based on positive class or negative class. Sentiment analysis is also known as an opinion 

mining [10]. Research on sentiment analysis has been carried out using kNN and naive 

Bayes algorithms. The data used comes from comments on the online travel agent's Face-

book fanpage[11]. In this research, it will be concerned in classifying process of sentiment 

analysis using Naive Bayes Classifier based on data set which contain supporting factors 

such as accommodation, cleanness, safety, and cost [12]. Sentiment Analysis’s is used to 

analyze the sentiment or emotion of the text. In this study, some tweets from twitter user 

publishing about tourism destination in Lombok Island will be used as an analyzed ex-

periment. The result of this analysis is expected can give some ideas for entrepreneurs in 

tourism area and the government to increase the service quality in tourism sector [13]. 
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2. Materials and Methods 

2.1. Data Analysis 

There were two types of data which was used in this research including tweets data 

and the data which was divided into two types: training data and testing data [14]. Tweets 

data is tweets document used as model to find out the sentiment result. Tweets data is the 

document using Indonesian language obtaining from crawling through a created system. 

The data were divided into training data and testing data. Training data is labelled data 

while testing data is data that will be analyzed using a created model. The result of testing 

become the prediction of used method [15].  

2.2. Pre-processing 

Pre-processing is important process to confirm the sentiment result by Naive Bayes 

method. Pre-processing is the beginning process in determining the sentiment result from 

tweets data. This process is divided into some process including removing symbols stem-

ming, tokenizing, and lowercase. 

2.2.1. Lowercase. Lowercase process is processed to change all the characters in tweet 

data into small alphabet. This process will help us in determining the sentiment. 

For example: it can be seen in Table 1 

 

Table 1. Lowercase Example 

No Tweet before pre-processing Tweet after pre-processing 

1 @rlthingy Ini yg ada di lombok jg ref 

hehe gimana gimana? :D @sesukaqu 

selama aku idup di lombok aku gaperna 

ikut b… ttps://t.co/WsyTwz8tjr 

rlthingy ini yg ada di lombok jg ref hehe 

gimana gimana d sesukaqu lama aku idup di 

lombok aku gaperna ikut b https t co 

wsytwz8tjr 

2 HUT Korem 162/WB Meriahkan Festival 

Bau Nyale 2019 

https://t.co/GPIlDVHGhc lewat @KO-

DIM 1620/LOTENG 

https://t.co/nlZ2KP5hpd 

hut korem 162 wb riah festival bau nyale 2019 

https t co gpildvhghc lewat kodim 1620 

loteng https t co nlz2kp5hpd 

3 Meriahkan Pesona Bau Nyale 2019, 

Mandalika Fashion Carnaval Digelar 

https://t.co/meM2AnpYEA 

https://t.co/8eejHKxc2j 

riah pesona bau nyale 2019 mandalika fash-

ion carnaval gelar https t co mem2anpyea 

https t co 8eejhkxc2j 

4 Acara festival budaya sasak sekali se-

tahun dilombok, yaitu acara "BAU 

NYALE" yang sangat dinanti-nantikan 

oleh masy… https://t.co/InELWPMXC3 

acara festival budaya sasak sekali tahun lom-

bok yaitu acara bau nyale yang sangat nanti 

oleh masy https t co inelwpmxc3 

 

2.2.2. Removing Symbol. This process will remove all of symbols in tweets. For example: 

dot symbol (.), commas symbol (,), exclamation mark (!), and question symbol (?), 

etc. These symbols were removed because they were not giving some impacts in 

determining the sentiment. The example of removing symbol is shown in Table 2. 

 

Table 2. Removing Symbol Example 

No Tweet before pre-processing Tweet after pre-processing 

1 @rlthingy Ini yg ada di lombok jg ref 

hehe gimana gimana? :D @sesukaqu 

selama aku idup di lombok aku gaperna 

ikut b… https://t.co/WsyTwz8tjr 

rlthingy ini yg ada di lombok jg ref hehe 

gimana gimana d sesukaqu lama aku idup di 

lombok aku gaperna ikut b https t co 

wsytwz8tjr 

https://t.co/nlZ2KP5hpd
https://t.co/8eejHKxc2j
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No Tweet before pre-processing Tweet after pre-processing 

2 HUT Korem 162/WB Meriahkan Festival 

Bau Nyale 2019 

https://t.co/GPIlDVHGhc lewat @KO-

DIM1620/LOTENG 

https://t.co/nlZ2KP5hpd 

hut korem 162 wb riah festival bau nyale 2019 

https t co gpildvhghc lewat kodim 1620 

loteng https t co nlz2kp5hpd 

3 Meriahkan Pesona Bau Nyale 2019, Man-

dalika Fashion Carnaval Digelar 

https://t.co/meM2AnpYEA 

https://t.co/8eejHKxc2j 

riah pesona bau nyale 2019 mandalika fashion 

carnaval gelar https t co mem2anpyea https t 

co 8eejhkxc2j 

4 Acara festival budaya sasak sekali se-

tahun dilombok, yaitu acara "BAU 

NYALE" yang sangat dinanti-nantikan 

oleh masy… https://t.co/InELWPMXC3 

acara festival budaya sasak sekali tahun lom-

bok yaitu acara bau nyale yang sangat nanti 

oleh masy https t co inelwpmxc3 

 

2.2.3. Stemming. This process is used to replace words into their basic words by removing 

all the affixes including prefix, confix, and suffix. In this process, it will be used 

library sastrawi to replace words into their basic words. The example of this process 

is shown in Table 3. 

 

Table 3. Stemming process 

No. Affixes Basic 

1 Meriahkan Riah 

2 Digelar Gelar 

3 Setahun Tahun 

4 ... ... 

2.3. Naïve Bayes Classifier 

The next process is to determine the sentiment using Naïve Bayes. This process is a 

main process in determining both of positive and negative sentiments. Before doing this 

step, we begin it by crawling process of data set, then determine the sentiment of tweets 

data which was obtained. Naïve Bayes is one of classifying method based on simple prob-

ability which is assumed that inter class were independent to each other [16]. In Naive 

Bayes, it is concerned to estimate the probabilities. One of benefits in using Naive Bayes 

approach is smaller error values although we used big number of data set. Besides, clas-

sifying by Naïve Bayes has good accuracy and high velocity when it was applied in big 

number of data set. In this research, we used Naïve Bayes method because of there are big 

number data set so it will need a fast method to classify and give high accuracy in analysis 

[17]. 

There are two processes for Naïve Bayes method to classify the texts. They were train-

ing process and classifying process. In training process, the trained data which were be-

come representation will be processed. Then, we will determine prior probabilities for 

every category based on the data sample. In classifying process, a category value will be 

determined based on the term of classified data. Formulation of Naive Bayes [4] is shown 

below [18]. 

 
𝑃(𝑐|𝑋) = 𝑃(𝑥1|𝑐)𝑥𝑃(𝑥2|𝑐)𝑥𝑃(𝑥3|𝑐)𝑥 … 𝑥𝑃(𝑥𝑛|𝑐)𝑥𝑃(𝑐) (1) 

 

𝑃(𝑐|𝑋) is posterior (probability of c in 𝑋. It can be calculated from prior probability 

of 𝑋 in 𝑐 divided with the number of all probability 𝑋 in all of 𝑐). 

 

2.3.1. Crawling Tweets 

Pre-processing is an important process in determining sentiment results using Naïve 

Bayes method. This pre-processing step will decide the sentiment result. Pre-processing 

https://t.co/GPIlDVHGhc
https://t.co/InELWPMXC3
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has so many processes that will be explain one by one, like symbols, stemming, tokeniz-

ing, and lowercase. 

 

2.3.2. Sentiment Decision 

The last process is determining the negative and positive sentiments using Naïve 

Bayes classifier. The final result of sentiment depends on both pre-processing and the dic-

tionary that was used in this step. 

3. Results 

3.1. Dataset 

The table of data set is data groups which was used in training process. The data set 

was divided based on their own class where 0 was recognized as negative sentiment and 

1 was recognized as positive sentiment. For example: the writer used 4 data (shown in 

Table 4). 

 

Table 4. Dataset 

No Tweets Class 

1 Lombok itu indah, tapi mahal 0 

2 Lombok sudah kondusif 1 

3 Liburan di Lombok menyenangkan 1 

4 Di Lombok banyak begal 0 

3.2. Tokenize 

Tokenizing is used to collect the number of words in data set. The data can be a single 

word. It means that if there are two words or more than two words in data set, we only 

can use one word. The result of tokenize can be seen in Table 5. 

 

Table 5. Tokenize results 

No Word 

1 Lombok 

2 Itu 

3 Indah 

4 Tapi 

5 Mahal 

6 Sudah 

7 Kondusif 

8 Liburan 

9 Di 

10 Meneyenangkan 

11 Banyak 

12 Begal 

3.3. Bag of Words 

Bag of words is a concept from text analysis, this concept represents document as 

important information pocket without sorting its words. This method works by counting 

the total of words’ frequency who appeared in a document dataset. So, the output of Bag 

of words model is a frequency vector. The process of bag of words can be seen in Table 6. 
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Table 6. Bag of words process 

Word 
No. 

1 2 3 4 

lombok 1 1 1 1 

itu 1    

indah 1    

tapi 1    

mahal 1    

sudah  1   

kondusif  1   

liburan   1  

di   1 1 

menyenangkan   1  

banyak    1 

begal    1 

Kelas 0 1 1 0 

3.4. The Result of Sentiment Analysis in Security Factor 

After finishing the pre-processing step and data training, the model that has been 

trained will be tested in testing data of safety factor. The number of data set used in this 

test was 77 data. Those data were some tweets which related to safety factor in tourism 

area. Those data were raw data which were not labelling yet. The result of prediction for 

safety factor is shown in Figure 1. 

 

 

Figure 1. Classification graphic of security factor 

 

Figure 1 showed that positive sentiment was recognized by 1 and negative sentiment 

was recognized by 0. The number of positive data was 39 meanwhile the number of neg-

ative data was 38. The testing using confusion matrix is to make sure the classification 

results. The result of this test is shown in Table 7 below. 

 

Table 7. Confusion Matrix Of Security Factor 

Class Classified as Positive Classified as Negative 

Positive 31 0 

Negative 3 43 
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Accuracy:  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% =

31 + 43

31 + 43 + 3 + 0
× 100% = 96,1% 

Precise:  

𝑇𝑃

𝐹𝑃 + 𝑇𝑃
× 100% =

31

3 + 31
× 100% = 91,1% 

Recall:  

𝑇𝑃

𝐹𝑁 + 𝑇𝑃
× 100% =

31

0 + 31
× 100% = 100% 

 

3.5. The Result of Sentiment Analysis in Cost Factor 

Next step is testing model that has been trained on testing data for cost factor. The 

number of data set used in this test was 77 data. Those data were some tweets which 

related to cost factor in tourism sector. Those data were raw data which were not labeling 

yet. The result of prediction for safety factor is shown in Figure 2. 

 

 

Figure 2. Classification graphic of cost factor 

 

Based on graph in Figure 2, it showed that the number of positive data was 58 and 

the number of negative data was 19. The aim of analyzing by confusion matrix is to make 

sure the classification results. The result of this test is shown in Table 8 below. 

 

Table 8. Confusion matrix of cost factor 

Class Classified as Positive Classified as Negative 

Positive 53 0 

Negative 5 19 

 

Accuracy: 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% =

53 + 19

53 + 19 + 5 + 0
× 100% = 93,5% 
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Precise: 

𝑇𝑃

𝐹𝑃 + 𝑇𝑃
× 100% =

53

5 + 53
× 100% = 91,3% 

Recall: 

𝑇𝑃

𝐹𝑁 + 𝑇𝑃
× 100% =

53

0 + 53
× 100% = 100% 

3.6. The Result of Sentiment Analysis in Accommodation Factor 

Next step is testing model that has been trained on testing data for accommodation 

factor. The number of data set used in this test was 77 data. Those data were some tweets 

which related to accommodation factor in tourism sector. Those data were raw data which 

were not labeling yet. The result of prediction for safety factor is shown in Figure 3. 

 

 

Figure 3. Classification graphic of accommodation factor 

 

Based on graph in Figure 3, it showed that the number of positive data (recognized 

by 1) was 48 and the number of negative data (recognized by 0) was 29. The aim of ana-

lyzing by confusion matrix is to make sure the classification results. The result of this test 

is shown in Table 9 below. 

 

Table 9. Confusion matrix of accommodation factor 

Class Classified as Positive Classified as Negative 

Positive 43 1 

Negative 5 28 

 

Accuracy: 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100% =

43 + 28

43 + 28 + 5 + 1
𝑥100% = 92,2% 

Precise:  

𝑇𝑃

𝐹𝑃 + 𝑇𝑃
𝑥100% =

43

5 + 43
𝑥100% = 89,5% 
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Recall :  

𝑇𝑃

𝐹𝑁 + 𝑇𝑃
𝑥100% =

43

1 + 43
𝑥100% = 97,7% 

3.7. The Result of Sentiment Analysis in Cleanness Factor 

Next step is testing model that has been trained on testing data for cleanness factor. 

The number of data set used in this test was 77 data. Those data were some tweets which 

related to cleanness factor in tourism sector. Those data were raw data which were not 

labeling yet. The result of prediction for safety factor is shown in Figure 4. 

 

 

Figure 4. Classification graphic of cleanliness factor 

 

Based on graph in Figure 4, it showed that the number of positive data (recognized 

by 1) was 63 and the number of negative data (recognized by 0) was 20. The aim of ana-

lyzing by confusion matrix is to make sure the classification results. The result of this test 

is shown in Table 10 below. 

 

Table 10. Confusion matrix of cleanness factor 

Class Classified as Positive Classified as Negative 

Positive 35 11 

Negative 24 7 

 

Accuracy: 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100% =

35 + 7

35 + 7 + 24 + 11
𝑥100% = 54,5% 

Precise : 

𝑇𝑃

𝐹𝑃 + 𝑇𝑃
𝑥100% =

35

24 + 35
𝑥100% = 59,3% 

Recall :  

𝑇𝑃

𝐹𝑁 + 𝑇𝑃
𝑥100% =

35

11 + 35
𝑥100% = 76% 

 



JTIM 2024, Vol. 5, No. 4 352 of 353 
 

 

4. Discussion 

The classification result of the security factor has a tendency toward positive senti-

ment (39 tweets). One of the local media outlets in Lombok, called Radar Lombok, pub-

lished on March 18, 2019, said that the destination on Lombok Island is now safe to visit, 

although it is still not stable yet because of the earthquake that happened on Lombok Is-

land a few months ago. However, based on an interview with Radar Lombok’s journalist, 

Lombok is now safe and can be visited by tourists. In safety factors, researchers not only 

take tweets about criminality but also take tweets about destination safety on Lombok 

Island. 

Classification result of cost factor has tendency to positive sentiment (58 tweets). It 

caused by the price of tour packet likes accommodation, tour, and food quietly cheap said 

online media in Lombok. And tour packet that offered by travel agent is quietly cheap, so 

it is not bothered enough the tourist who will come to Lombok. Classification result of 

accommodation factor get 48 values for positive sentiment. As the travel agent said that 

tour packet in Lombok has various type with cheap price, and easy to find them. The hotel 

provides rent car or motorcycle to facilitate the tourist transportation.  

Classification result of cleanness factor has tendency to positive sentiment with 60 

values. Because cleanness becomes main problem for tourism place. Some tweets said 

some tourism place in Lombok is quietly clean, it cannot be separated from the awareness 

level of cleanness by the citizen who raised up lately. 

5. Conclusions 

Sentiment analysis for tourism sector is successfully conducted using Naïve Bayes. It 

comes with some phase likes crawling dataset from Twitter, pre-processing, grouping 

positive and negative sentiment, testing process, and the last is data visualization. Senti-

ment analysis for tourism sector grouped into four factors: security, cost, accommodation, 

and cleanness. Those 4 factors have more positive sentiment than negative. Cleanness fac-

tor has the most percentage with 77.92%, followed by cost factor (75.32%), accommodation 

factor (62.33%), and security factor (50.64%) 

Cleanness factor has the most percentage because it becomes the main concern for a 

tourism place in Lombok to improve comfortable feeling of the tourist. Besides security 

factor has the less percentage because of the earthquake that happened last year who still 

shadowed citizen in Lombok especially for tourism place like beach. 
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